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Era of Tera-scale Computing

Teraflops of performance operating on Terabytes of data
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Internet of Everything (IoE)

Need end-to-end energy efficiency & security
Tera-scale Microprocessors and SoCs

Deliver best user experience under constraints
Moore’s Law scaling

More, better transistors
More cores
Continued benefits from Moore’s Law

14nm Trigate 2014

Source: Intel
Performance/Energy Scaling Trends

Transistor Performance and Power

Transistor Performance vs. Leakage

Innovation Enabled Technology Pipeline

Source: Intel
22nm Interconnects

- M1 to M8 cross-section
- M1-M6 use ultra-low-k ILD and self-aligned vias providing 13-18% capacitance reduction
- Cross-section of integrated MIM capacitor

C. Auth, VLSI Symposium 2012
# Microprocessor Evolution

<table>
<thead>
<tr>
<th></th>
<th>4004 Processor</th>
<th>Westmere-EX Processor</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Year</strong></td>
<td>1971</td>
<td>2011</td>
</tr>
<tr>
<td><strong>Transistors</strong></td>
<td>2300</td>
<td>2.6 B</td>
</tr>
<tr>
<td><strong>Process</strong></td>
<td>10 µm</td>
<td>32 nm</td>
</tr>
<tr>
<td><strong>Die area</strong></td>
<td>12 mm²</td>
<td>513 mm²</td>
</tr>
</tbody>
</table>

Source: Intel

Die photos not at scale
“Extreme” energy efficiency

10 year goal: ~300X Improvement in energy efficiency
Equal to 20 pJ/FLOPS at the system level
NTV Operation & Energy Efficiency

Frequency reduces almost linearly first, then exponentially
Total power reduces by three to four orders of magnitude

Energy efficiency improves by one order of magnitude at NTV
Energy efficiency reduces in subthreshold operation
Leakage power reduces by two to three orders of magnitude

H. Kaul, R. Krishnamurthy et al, ISSCC 2008
Voltage-frequency range limiters

Vmax/Fmax limiters
- Reliability
- Thermals
- Power delivery

Vmin limiters
- Circuit functional failures
- Soft errors
- Steep frequency roll-off
- Aging

Reliability & functional failures limit range
NTV design techniques

Narrow muxes  No stack height > 2

Robust level converters

Modified Register File Cell (L1$)

Robust Flop Topologies

Multi-corner design optimizations (SCL)

Variation-aware design 2X min Z, 40% lib cells used
NTV operation improves energy efficiency across 45nm-22nm CMOS

H. Kaul, et. al., ISSCC 2009

A. Agarwal, et. al., ISSCC 2010

S. K. Hsu, et. al., ISSCC 2012

ISSCC 2012 Distinguished Paper Award, ESSCIRC 2012 Best Paper Award

NTV operation improves energy efficiency across 45nm-22nm CMOS
**Vector Flip-flops for \( V_{\text{MIN}} \)**

- Min-sized clock inverters shared across adjacent flip-flops \( \Rightarrow \) no clock load increase
- Hold time \( V_{\text{MIN}} \) improves by 175mV

---

**22nm Tri-Gate CMOS Simulation**

\( 0^\circ \text{C-85}^\circ \text{C}, 3\sigma_{\text{systematic}}, 6\sigma_{\text{random}} \)

- \( \Delta \) Flip-flop
- \( \bullet \) Vector Flip-flop

---

\[ S. \text{ Hsu, R. Krishnamurthy et al, ISSCC 2012} \]
ULVS Level Shifter for $V_{\text{MIN}}$

- Decouples CVSL stage from output driver stage and interrupts cross-coupled PMOS devices
- Reduced contention improves $V_{\text{MIN}}$ by 125mV

22nm Tri-Gate CMOS Simulation
$0^\circ\text{C}-85^\circ\text{C}$, $3\sigma_{\text{systematic}}$, $6\sigma_{\text{random}}$

S. Hsu, R. Krishnamurthy et al, ISSCC 2012
DSP functions highly throughput-oriented: Amenable for parallelism/pipelining
⇒ Better power-performance optimization
⇒ Optimal partitioning of tasks between GP processor and dedicated engines
NTV Variable Precision FPU

Accelerator for Smarter Numerics: Variable Precision FP

- Today’s floating-point units wastes energy, time, and storage by using worst-case precision everywhere
- Alternative: use a variable-precision floating point prototype unit with accuracy tracking for multiply-add
- Changing precision (24-bit → 12-bit → 6-bit) on-the-fly can cut energy by 50%

H. Kaul, R. Krishnamurthy et al, ISSCC 2012
Near threshold voltage IA processor

- Technology: 32nm High-K Metal Gate
- Interconnect: 1 Poly, 9 Metal (Cu)
- Transistors: 6 Million (Core)
- Core Area: 2mm²
Power performance measurements

![Diagram showing power performance measurements for 32nm CMOS, 25°C, with various points marked for frequencies and power consumption.]

- 915MHz: 737mW
- 500MHz: 174mW
- 100MHz: 17mW
- 3MHz: 2mW

Frequency (MHz) vs. Total Power (mW)

Logic Vcc / Memory Vcc (V)

- 3MHz: 0.55
- 100MHz: 0.55
- 500MHz: 0.55
- 915MHz: 0.6
Energy efficiency peaks near threshold

![Graph showing energy efficiency and voltage/frequency operating points](image)
NTV and variability

Leakage Comparison

<table>
<thead>
<tr>
<th></th>
<th>Slow</th>
<th>Medium</th>
<th>Fast</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy/Cycle (pJ)</td>
<td>1.0X</td>
<td>2.5X</td>
<td>7.5X</td>
</tr>
</tbody>
</table>
Interconnect Trends

Number of Metal Layers
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On-chip Interconnect Trend

- Local interconnects scale with gate delay
- Global interconnects do not keep up with scaling

Source: ITRS
Circuit-Switched On-Chip Interconnects

Improving Efficiency of the On-Die Network

G. Chen, R. Krishnamurthy et al, ISSCC 2014

Hybrid Circuit-/Packet-Switched Network

• Circuit-switching eliminates intra-route data storage
• Packet-switching used only for channel requests
• 2.5X to 3X better efficiency over packet switched network
Environment-aware dynamic adaptation

- Adapt F/V to V/T change → reduce V/T margin
- Adapt F/V to aging → reduce aging margin
Integrated Voltage Regulators: Fine-grain power management

Spatial domain

**Coarse-grain management**
- Same voltage to all cores
- Same frequency for all cores

**Fine-grain management**
- Each core/cluster at optimum voltage
- Each core/cluster at optimum frequency

**TODAY**

- V/F domain interfaces
- Synchronization overhead
- Clock generation/distribution
- Power grid routing
- Optimum V/F for non-cores
- Sub-core clock/leakage gating
- Sub-core V/F domains

**FUTURE**
Nano-AES Hardware Accelerator

- Most popular symmetric-key encryption algorithm
- Conventional 128b AES datapath → large area & power
- Not suitable for ultra-low power wearable systems
22nm CMOS NTV Nano-AES Accelerator

S. Mathew, R. Krishnamurthy et al, 2014 VLSI circuits symposium

<table>
<thead>
<tr>
<th>Process</th>
<th>Encrypt</th>
<th>Decrypt</th>
</tr>
</thead>
<tbody>
<tr>
<td>Die area</td>
<td>0.19mm²</td>
<td></td>
</tr>
<tr>
<td>Gate Count</td>
<td>1947</td>
<td>2090</td>
</tr>
<tr>
<td>Ground-field poly</td>
<td>$x^4 + x^3 + 1$</td>
<td>$x^4 + x + 1$</td>
</tr>
<tr>
<td>Extension-field poly</td>
<td>$x^2 + 6x + 9$</td>
<td>$x^2 + 2x + E$</td>
</tr>
<tr>
<td>Area (µm²)</td>
<td>2200</td>
<td>2736</td>
</tr>
</tbody>
</table>

Industry-leading energy efficiency of 289Gbps/Watt at 340mV!
• \[11x\] higher energy-efficiency than previously-reported measurements
AES symmetric-key crypto accelerator

S. Mathew, R. Krishnamurthy et al, 2010 VLSI circuits symposium

[Diagram of AES encryption/decryption process]
All-digital random number generator

S. Mathew, R. Krishnamurthy et al, 2015 ESSCIRC
S. Mathew, R. Krishnamurthy et al, 2010 VLSI circuits symposium

Scalable & PVT variation tolerant
Physically unclonable function (PUF)

S. Mathew, R. Krishnamurthy et al, 2014 ISSCC
Neuromorphic computing
“Extreme” efficiency research

System-Wide Breakthroughs Needed Across the Board

- Extreme Energy Efficiency
- Fine-Grain Power Management
- Efficient Memory Subsystem
- Self-Aware Computing Operation
- Programming for Extreme Parallelism
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